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The new field of spin cavitronics focuses on the interaction between the magnon excitation of a magnetic
element and the electromagnetic wave in a microwave cavity. In the strong interaction regime, such an
interaction usually gives rise to the level anticrossing for the magnonic and the electromagnetic mode.
Recently, the attractive level crossing has been observed, and it is explained by a non-Hermitian model
Hamiltonian. However, the mechanism of such attractive coupling is still unclear. We reveal the secret by
using a simple model with two harmonic oscillators coupled to a third oscillator with large dissipation. We
further identify this dissipative third party as the invisible cavity mode with large leakage in cavity-magnon
experiments. This understanding enables one to design dissipative coupling in all sorts of coupled systems.
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Introduction.—Spin cavitronics is a newly developing
interdisciplinary field that combines spintronics with cavity
quantum electrodynamics, and its purpose is to realize
quantum information processing via photon-magnon inter-
action. The strong interaction between the Kittel mode of a
magnetic yttrium iron garnet (YIG) sphere [1] and cavity
photons has been observed [2–4], even in the quantum
regime [5–7]. The spin cavitronic system provides a plat-
form for interfacing a magnon with a photon. By placing a
magnetic element in a cavity, it is possible to convert an
optical photon to a microwave photon bidirectionally
through ferromagnetic magnons [8], or to transfer spin
information between two magnets via cavity photons
[9,10]. In the presence of several YIG spheres, the indirect
coupling among them can be induced by the cavity photons
[11], leading to hybridized magnonic modes [12,13]. These
hybrid modes can be interpreted using molecular orbital
theory so that the design of magnonic molecules with novel
properties is expected [14]. The peculiar dynamics of these
modes (bright mode and dark mode) are beneficial for
quantum information manipulation and storage [12].
Mode hybridization between the magnon and the photon

is no different than any other coupling system, where
avoided crossing between the energy levels of two eigenm-
odes is expected, and the size of the anticrossing gap is
proportional to the strength of the coupling. However,
Grigoryan et al. [15] proposed that an attractive level
crossing can be realized via artificial coupling using an
external feedback circuit, which was recently demonstrated
experimentally [16]. Recent experiments have also
observed attractive level crossings of different physical
origins in a Fabry-Perot-like cavity [17] and in coplanar-
waveguide-based resonator structures [18,19]. Model

Hamiltonians with non-Hermitian dissipative terms have
been proposed to interpret the experiments [20]. Such
mathematical constructions, however, lack a physical
explanation or mechanism, leaving the level-attraction
behavior in such systems yet to be understood.
In this Letter, we reduce the seemingly complicated

cavity-magnon system into an extremely simple model with
two coupled harmonic oscillators, where the mutual cou-
pling forces are proportional to (i) their position difference
(equivalent to a normal spring) or (ii) their velocity
difference (no conventional analogy). It can be shown that
the type (i) coupling is reactive and gives rise to the usual
repulsive level crossing, while the type (ii) coupling is
dissipative and leads to the attractive level crossing. The
main contribution of this Letter is to show that, in a physical
system, the dissipative type (ii) coupling can be realized by
coupling both oscillators reactively to a third highly
dissipative entity. We further identify the third-party mode
in the level-attraction experiments in cavity systems as the
invisible cavity mode with extremely high leakage or
dissipation. Interestingly, the physical mechanism for level
attraction in coupled oscillators discussed in this Letter can
also explain the mystery of the centuries old Huygens clock
synchronization problem [21].
The oscillator model.—Let us consider the simplest

coupled harmonic oscillator model, as shown in Fig. 1(a).
The two oscillators may refer to any physical eigenmodes,
and for the present interest in spin cavitronics, they can be
understood as the cavity photonmode and the Kittel magnon
mode in the YIG sphere. Let ωi, ηi be the resonance
frequency and damping constant for oscillator i (i ¼ 1, 2).
The dynamics of displacements xi¼1;2 are described as
coupled damped oscillators (i0 ≡ 3 − i):

PHYSICAL REVIEW LETTERS 123, 227201 (2019)

0031-9007=19=123(22)=227201(6) 227201-1 © 2019 American Physical Society

https://orcid.org/0000-0001-6675-5535
https://orcid.org/0000-0003-1883-8808
https://orcid.org/0000-0003-0617-9489
https://orcid.org/0000-0002-3245-3579
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.123.227201&domain=pdf&date_stamp=2019-11-26
https://doi.org/10.1103/PhysRevLett.123.227201
https://doi.org/10.1103/PhysRevLett.123.227201
https://doi.org/10.1103/PhysRevLett.123.227201
https://doi.org/10.1103/PhysRevLett.123.227201
zqyang
高亮



ẍi þ ω2
i xi þ ηi _xi ¼ κiT̂ðxi0 − xiÞ: ð1Þ

The terms on the right-hand side represent generic coupling
forces, which are related to the relative displacement x2 − x1
via an operator T̂ and are characterized by strength κi. The
exact nature of the coupling is represented by the operator T̂.
For example, for T̂ ¼ T̂0 ¼ 1, the coupling can be simply
realized by a spring connecting the two oscillators as in
Fig. 1(a)(1); i.e., the mutual force depends on their relative
displacement. If T̂ ¼ T̂1 ¼ d=dt is the time derivative
operator, then the mutual force is proportional to their
relative velocity, which can be realized via viscous force
between the two oscillators as in Fig. 1(a)(2). When T̂ ¼
T̂−1 ¼

R
dt is the temporal integration operator, the coupling

force is proportional to the relative absement (the time
integral of displacement), which can be realized via a third
oscillator with extra dissipation as in Fig. 1(a)(3). In general,
we may define T̂n ≡ dn=dtn and T̂−n ≡ R

dnt. Since, for an
even n, T̂n are even under time reversal, they will lead to
reactive coupling, while, for an odd n, T̂n are odd under time
reversal; therefore, they represent dissipative coupling.
Solving Eq. (1) by assuming the harmonic ansatz
xiðtÞ ¼ x̃ieiωt, we find that the energy levels (see the
Supplemental Material [22]) show the usual repulsive anti-
crossing for the reactive coupling T̂0, but an attractive level
crossing for the velocity or absement couplings T̂�1.
One example of velocity coupling has been proposed in a
spintronic system where two ferromagnetic layers are
coupled via spin pumping and spin-transfer torque [23],
where the spin current pumped from onemagnet acts as spin-
transfer torque on the other magnet, resulting in level
attraction or synchronization. Note that the Rayleigh
dissipation matrix of the system with velocity coupling
is always non-negative, which is similar to that of a

two-sublattice antiferromagnet, and thus guarantees the
second law of thermal dynamics [24].
The three-circuit model.—To better capture the physics

in the cavity-magnon system, we construct a model system
consisting of three mutually overlapping RLC circuits, as
shown in Fig. 1(b), equivalent to the previous three-
oscillator model. The coupling between the RLC circuits
are realized via the mutual inductance and the coupling
strength κij ¼ κji between circuit i and circuit j is propor-
tional to the area of their overlapping region. Letting the
resistance, inductance, and capacitance be denoted by
R0;1;2, L0;1;2, and C0;1;2, respectively, the currents Ii¼1;2

and I0 in the three circuits satisfy

̈Ii þ ω2
i Ii ¼ −γi_Ii þ κii0 ̈Ii0 þ

κ0i
λi

̈I0; ð2aÞ

̈I0 þ ω2
0I0 ¼ −γ0_I0 þ

X
j¼1;2

λjκ0j ̈Ij; ð2bÞ

where ωi ¼ 1=
ffiffiffiffiffiffiffiffiffiffi
LiCi

p
; γi ¼ Ri=Li, λi ¼ Li=L0. The ̈Ii0

term in Eq. (2a) is the direct coupling between circuits
1 and 2, which is the even (reactive) T̂2 type coupling.
When circuit 0 has small dissipation (small γ0), the

realized coupling between circuits 1 and 2 is conventional
repulsive coupling. However, we shall see below that, if
the dissipation of circuit 0 is large, the effective coupling
between circuits 1 and 2 becomes dissipative attractive
coupling. To see this point, let us take a limiting case with
the left-hand side of Eq. (2b) neglected, then ̈I0 can be
replaced by ⃛I1;2 ∼ T̂3I1;2, and Eq. (2a) becomes

Ïiþω2
i Iiþ γi_Ii−

κ20i
γ0

⃛Ii¼
�
κ12T̂2þ

κ01κ02
γ0

λi0

λi
T̂3

�
Ii0 ; ð3Þ

(a) (b) (c)

FIG. 1. (a)(1) Harmonic oscillators with reactive coupling via a direct spring, (a)(2) dissipative coupling via viscous forces, and (a)
(3) dissipative coupling via a third oscillator m0 in contact with the friction surface. (b) The three-circuit model with three RLC circuits.
Both circuit 1 (blue) and circuit 2 (green) are coupled reactively to a highly dissipative third party, circuit 3 (red), realizing dissipative
coupling between circuits 1 and 2. The circuits 0, 1, 2 here are equivalent to the high dissipative TE11

x mode, the low dissipative cavity
TE11

y mode, and the YIG magnon mode in Fig. 4. (c) The eigenfrequencies for the three-circuit model with ω0 ¼ ω1, λi ¼ 1, κ12 ¼ 0,
κ0i ¼ 0.11, γ0=ω1 ¼ 0.35, and γ1=ω1 ¼ γ2=2ω1 ¼ 0.001. (Insets) The imaginary part of the eigenfrequencies (bottom panel) and the
relative phase (top panel) between circuits 1 and 2.
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where the right-hand side contains both reactive (T̂2) and
dissipative (T̂3) couplings. If κ12 ¼ 0 (no overlap between
circuits 1 and 2), the reactive coupling is turned off, and the
dissipative coupling dominates. The neglect of the left-hand
side of Eq. (2b) can be achieved when circuit 0 oscillates
at a frequency close to the resonance frequency ω0 ≃ ω,
and the dissipation γ0 is larger than the detuning γ0ω ≫
jω2 − ω2

0j [25]. Therefore, to enhance the dissipative
coupling (governed by the prefactor of T̂3), one needs to
have the third-party dissipation γ0 being as small as
possible, yet large enough that γ0ω ≫ jω2 − ω2

0j.
Figure 1(c) shows such attractive coupling realized in
the three-circuit model in the regime described above.
Moreover, modes 1 and 2 have roughly an equal amount of
energy in the level-attraction region.
The three-mode quantum model.—In a quantum descrip-

tion, using the annihilation operator âj for mode j (j ¼ 0,
1, 2), the system Hamiltonian for three coupled modes can
be written as

Ĥ ¼
X

j¼0;1;2

ℏωjâ
†
j âj þ

X
j<k

κjkðâ†j âk þ â†kâjÞ

¼

0
B@

ω1 κ12 κ01

κ12 ω2 κ02

κ01 κ02 ω0

1
CA → Û†Ĥ Û ¼

0
B@

ω0
1 κ012 0

κ012 ω0
2 0

0 0 ω0
0

1
CA:

Without loss of generality, we can assume that κij ¼ κji are
real. This Hamiltonian becomes non-Hermitian if we allow
the eigenfrequencies to have both real and imaginary
components: ωj ¼ ωr

j − iγj. Since we are interested in
the subsystem with modes 1 and 2, we can transform
away their coupling with mode 0 from the Hamiltonian.
This is equivalent to performing a unitary transformation Û
to block diagonalize the three-mode system into the
decoupled two-mode and one-mode subsystems as above.
When the coupling with the mode 0 is weak, such a
transformation can be realized using the Schrieffer-Wolff
transformation [26] (see the Supplemental Material [22]),
and the resulting effective coupling between modes 1 and 2
and the renormalized eigenfrequencies are

κ012 ¼ κ12 þ
1

2
κ01κ02

X
i¼1;2

1

ωr
i − ωr

0 − iðγi − γ0Þ
; ð5aÞ

ω0
i ¼ ωr

i − iγi þ
κ20i

ωr
i − ωr

0 − iðγi − γ0Þ
: ð5bÞ

The decoupling of the third dissipative mode, mode 0,
effectively renormalizes the coupling (κ12 → κ012) between
modes 1 and 2 and modifies their eigenfrequencies with the
additional dissipation (ωi → ω0

i). And the latter guarantees
the non-negativeness of the dissipation of the model.
When the direct coupling vanishes (κ12 ¼ 0), the effective

coupling κ012 becomes imaginary when jωr
i − ωr

0j ≪
jγi − γ0j, and this is realized when mode 0 has large
dissipation (γ0). This condition is the same as that in the
classical model in Eq. (3); i.e., the γ0 should be large such
that ωi − ω0 is dominated by γ0, but not so large such that
the coupling strength (κ012) is still sizable.
Based on the three-mode quantum model, we also

calculate the transmission spectrum based on standard
input-output theory [27] (see the Supplemental Material
[22]). Figure 2 shows that the transmission spectra and the
eigenvalues calculated solely from the Hamiltonian agree
very well, and they both show that level attraction appears
when modes 1 and 2 are coupled via a dissipative mode 0.
Level attraction in a directional coupler.—To illustrate

the attractive coupling principle more clearly, we demon-
strate the attractive behavior in a directional coupler using
finite-element simulation [28] (see the Supplemental
Material [22]). A coupled-transmission-line directional
coupler, as shown in Fig. 3(a), consists of two parallel
metal stripes on a dielectric substrate. The lower stripe
(working as a waveguide) is connected with input and
output ports. When the microwave travels through the
lower stripe, it partially leaks (couples) to the upper stripe
(the cavity), exciting the cavity modes of the upper stripe,
which can be detected via the transmission spectrum.
Unlike the circular or cross cavity used in Refs. [17,19],

the cavity and the dissipative mode in a directional coupler
are spatially separated, which enables us to see the coupling
more clearly. Let us focus on the cavity mode at f ¼
9.16 GHz. Figure 3(a) shows the spatial distribution of the
in-plane magnetic field of this mode over a plane slightly
beneath the metal stripes. The cavity mode in the upper
stripe has a vanishing magnetic field at the edges and at
the center of the stripe. While the dissipative mode in the
lower stripe has its maximum magnetic field at the edges
and at the center, which has a quarter wavelength offset
from the cavity mode. This offset between the cavity and

FIG. 2. Transmission spectra S21 calculated from input-output
theory. (Left panel) Direct coupling between modes 1 and 2
(κ12;10 ≠ 0, κ20 ¼ 0) gives rise to repulsive coupling. (Right
panel) Indirect coupling between modes 1 and 2 via dissipative
mode 0 (κ10;20 ≠ 0, κ12 ¼ 0) leads to attractive coupling (see the
Supplemental Material [22] for calculation details and parame-
ters). The color scale is in decibels using 10 log jS21j2. The white
dashed lines are the eigenfrequencies calculated directly from the
three-mode Hamiltonian (4).
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the dissipative mode means that the locations with the
maximum magnetic field for the cavity mode correspond to
the spots of zero magnetic field for the dissipative mode,
and vice versa.
We now study the transmission spectrums when the YIG

sphere (with diameter 1 mm) is placed 0.75 mm beneath the
metal stripe and at four different locations, A, B, C, D.
Point A is the magnetic field antinode (of maximum field)
for the cavity mode; therefore, the YIG sphere is coupled to
the cavity directly, resulting in the conventional repulsive
coupling [see panel A in 3(b)], while points B and C are on
the magnetic field nodes (of zero or negligible field) for the
cavity and the dissipative modes. Thus no coupling is
observed [panels B andC in Fig. 3(b)]. PointD, however, is
the magnetic field node for the cavity mode, but the
antinode for the dissipative mode; therefore, the YIG
sphere is coupled only to the dissipative mode—not to

the cavity mode. Considering that the cavity mode is also
coupled to the dissipative mode along the path, the scenario
of YIG and the cavity modes coupled via a third dissipative
mode is realized, leading to an attractive level crossing, as
shown in panel D of Fig. 3(b).
Interpretation of the level attraction in the circular

waveguide.—In the circular cavity–YIG system [schemati-
cally illustrated in Fig. 4(a)] studied in Ref. [17], the
repulsive and attractive level crossings are observed when
the YIG sphere is placed at points A and B, which
correspond to the magnetic field antinode and node for
the cavity mode, respectively. We shall be clear below that
the cavity and the YIG mode realize attractive level
crossing via their coupling to a common dissipative third
party, just as in the cases studied above. The issue is, what
is the third party in the circular cavity? To answer that, we
note that the circular cavity of interest has two ports,
forming a small angle [see Fig. 4(a)]. These ports play two
roles: (i) they are used for feeding and draining the TE
electromagnetic wave into and out of the cavity, and
(ii) they reflect TE waves polarized perpendicular to the
port orientations. If there were no ports, the cavity should
have electromagnetic (EM) modes of all polarizations.
However, because of the opening ports, the cavity mode
with polarization along ŷ (call it TE11

y ) has the longest
lifetime. The EM mode polarized along x̂ (TE11

x ) has the
largest leakage through the two ports, and thus the shortest
lifetime. The long-lived TE11

y mode is the visible cavity
mode we usually measure, and its magnetic field (anti)node
is along x̂ (ŷ) [see Fig. 4(b)]. The TE11

x mode is invisible
due to its extremely short lifetime, and its magnetic field
(anti)node is the opposite of that of the TE11

y mode [see
Fig. 4(b)]. Therefore, when the YIG sphere is placed at
point B, it is coupled not to the cavity mode TE11

y but to
the dissipative TE11

x mode. In addition, the TE11
x and TE11

y

modes are coupled through multiple reflections by the
ports. Consequently, the TE11

x works as the dissipative third
party that couples the cavity TE11

y mode to the YIG magnon
mode, leading to their attractive level crossing, as observed
in the experiment.

(a)

(b)

FIG. 3. (a) The magnetic field distribution for the f ¼
9.16 GHz cavity mode in a directional coupler with the micro-
waves injected from port 1. The length of the coupler is 40 mm,
the width of each stripe is 2.5 mm, and the relative dielectric
constant of the substrate is εr ¼ 3.38. (b) The simulated trans-
mission spectrum when the YIG sphere is placed at points A, B,
C, D, respectively. All material parameters are the same as those
in Ref. [19].

(b)(a)

FIG. 4. (a) YIG sphere in a circular waveguide. (b) The
magnetic field distribution across the cross section. The magnetic
field vanishes along x̂ for the cavity TE11

y mode (left panel) and
vanishes along ŷ for the TE11

x mode (right panel). When the YIG
sphere is placed at point A (B), it couples strongly with TE11

x

(TE11
y ) mode.
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The high-dissipation TE11
x mode satisfies the require-

ment for working as the third party: the TE11
x mode has the

same eigenfrequency as the cavity TE11
y mode, so ω0 ≃ ω1

is very close to the resonant frequency ω. This minimizes
jω2 − ω2

0j. Because the TE11
x mode has high leakage

through the ports (and thus large γ0), γ0ω ≫ jω2 − ω2
0j is

naturally satisfied.
Discussion and conclusion.—The level attraction via a

dissipative mode is a general physical principle, which
can be applied to a wide range of coupled physical systems.
For example, either the oscillator or the dissipative third
party can be a superconducting qubit [6,29], a dielectric
nanostructure [30], an antiferromagnet [31,32], a high-
order spin wave mode [33], or another excitation such as a
phonon [34]. It has been reported recently that magnetic
textures can also be coupled with the cavity photons
[35,36]. Based on the understanding of dissipative cou-
pling, the nonlinear effect [37,38] and topological proper-
ties of the exceptional point [39–42] can be generalized,
and new physics is expected.
In conclusion, we found that the mechanism for the

dissipative coupling in many physical systems can be
captured by an effective three-oscillator model, where
two oscillators of interests are coupled to a common third
oscillator with strong dissipation. We verify this model in
both classical and quantum setups. Based on this model, we
are able to explain the exact physical mechanisms behind
the level-attraction experiments carried out in cavity-
magnon systems, where a hidden cavity mode with large
dissipation is responsible for mediating the dissipative
coupling.
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